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Introduction

Non-covalent interactions (NCI) are of paramount impor-
tance in chemistry and especially in bio-disciplines,[1,2] since
they set up the force-field scenario through which chemical
species interact with each other without a significant elec-
tron sharing between them. They represent, in fact, the ma-
chinery through which molecules recognise themselves and
establish how molecules will approach and eventually pack
together. The NCIs encompass several bonding types, such
as hydrogen bonds (HBs), halogen bonds, CH···p and p···p
interactions and several binding (or anti-binding) forces, like
those due to dispersion, electrostatics or to Pauli�s principle.
The latter is related to the customary classification of
closed-shell interactions among neutral species as short-
range (steric) repulsions,[1] though these species may also be
globally stabilised by the competing and prevailing effect of
other binding mechanisms.

During the last decade, NCIs have raised a great deal of
interest in the context of gaining insight into self-assembly[3]

and crystallisation[4] processes, whose underlying general
rules are still far from be fully rationalised and under-
stood.[5] Though their knowledge would in principle allow to
build from scratch (even complex) materials exhibiting the
desired properties,[6–8] it can not be ignored that a given ob-
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served structure is generally the outcome of a “draw”
among a plethora of energetically similar, but structurally
dissimilar options, with the end result being very often
driven more by kinetic than by thermodynamic considera-
tions alone.[9] Understanding intermolecular non-covalent
interactions and their mutual interplay in supramolecular as-
semblies is nonetheless a fundamental step in making pro-
gresses in structural prediction and evolution.

Nowadays, several theoretical and experimental methods
exist for investigating intermolecular NCI. For example, it is
possible to analyze the contact geometries of atoms belong-
ing to different molecules in the bulk, as they are retrieved
by single crystal X-ray diffraction experiments,[10] looking
for frequent packing modes and possible trends along chem-
ically related substances[5] or by analysing such atom con-
tacts in a more sophisticated and enlightening way by using
the so-called Hirshfeld surfaces of the interacting mole-
cules.[11] Interaction or packing energies, that is, the changes
in the electronic energy of the molecule due to its gas-phase
or crystalline surroundings, can be computed either quantum
mechanically[12] or by suitable empirical atom–atom poten-
tials,[13] and with a plethora of different recipes.[5,12] On top
of this, the electron density (ED) observable 1(r), which
may be obtained from ab initio methods as well as from
single-crystal X-ray diffraction, contains a huge amount of
information on how molecules in close contact influence
each other and may thus be employed also for revealing in-
termolecular NCI. Being based on a quantum observable
and (easily) measurable quantity, the ED-based descriptors
retain the great advantage of enabling comparison of theo-
retical predictions with experimental results on the same
grounds. During the last 20 years, several studies have been
devoted to such comparisons,[14–16] as well as to the aim of
correlating experimental and theoretical ED topology with
hydrogen bond energies,[17–19] or with interaction[20–22] or
packing energies[22–24] due to other weak bonds. In recent
decades, topological analysis of 1(r) has indeed become an
established, standard tool to explore chemical bonding,
within the framework of the quantum theory of atoms in
molecules (QTAIM).[25]

Despite its well-recognised ability to extract deep chemi-
cal insights from the ED,[26, 27] the QTAIM topological pic-
ture unavoidably provides an atom–atom pair, often “local-
ised”[28] and possibly discontinuous portrait of the chemical
bond,[29–31] whereas many significant non-covalent interac-
tions have an inherently “delocalised” character[32] , and all
chemical interactions are by nature characterised by contin-
uous energy-contribution changes[33] upon lengthening or
shortening.[30] Therefore, use of new NCI descriptors that
can extend and reconcile the pure ED topological picture
with that suggested by common chemical sense and corrobo-
rated by other one- and two-electron-based descriptors like
the Source Function[34,35] and the delocalisation indices, re-
spectively,[36] appears to be a real necessity.

In this context, we apply here, for the first time to experi-
mentally derived multipole EDs in molecular solids, the
ED-based NCI descriptor recently introduced by Johnson

et al.[37] and Contreras-Garc�a et al.[38,39] At variance with the
QTAIM approach (see below), the latter is based on surfa-
ces of constant (low) values of the reduced density gradient
s(r) that can be more or less extended in space. Indeed, they
provide an easy-to-grasp pictorial representation of NCI
and, when combined with the sign of the second principal
local curvature of the ED, they allow both the supposedly
attractive or repulsive nature of the interactions to be iden-
tified and their relative strength to be qualitatively ranked.

In the present work, we check the suitability of this new
NCI descriptor when applied to multipole-derived charge
densities, which are known to be possibly biased because of
the arbitrariness inherent to the multipole refinement
step.[14, 15] However, though clearly suffering also from the
constraint of the limited data set and the often insufficient
data quality, they have also the advantage of possibly avoid-
ing some of the limitations inherent to those obtained from
DFT, which is known to poorly describe NCI interactions in
most cases. We therefore compared the results obtained
from experimental EDs with those derived from the period-
ic wavefunction EDs. Then, we contrast the results of our
NCI descriptor investigations with those obtained from clas-
sical QTAIM topological indicators, not only to highlight
the analogies and differences between the two approaches,
but especially to show how these descriptors may fruitfully
complement each other, as they can, when combined, pro-
vide further insights into the NCI nature that would other-
wise remain unveiled if used separately.

To perform such analysis, three different chemical sys-
tems, spanning a wide range of interaction classes, were
chosen: 1) benzene,[40] as a prototypical example of crystal
packing dominated by interactions involving aromatic p

electrons; 2) austdiol,[41] a heavily functionalised fungal me-
tabolite exhibiting quite a complex hydrogen bonding net-
work, consisting of OH···O and CH···O interactions of dif-
ferent strength; 3) two polymorphs of the heteroatom-rich
anti-ulcer drug famotidine,[42] which both display several van
der Waals and hydrogen-bond contacts between N- and S-
containing groups.

The NCI descriptor : The method for evaluating intermolec-
ular NCI proposed by Johnson et al.[37] is based on the re-
duced density gradient (RDG) s(r), a dimensionless quantity
within the generalised gradient approximation of exchange-
correlation term in DFT Hamiltonians [Eq. (1)].[43,44]

s rð Þ ¼ r1 rð Þj j
2 3p2ð Þ1=31 rð Þ4=3 ð1Þ

The RDG describes the local deviation of the charge den-
sity 1(r) from a homogeneous electron gas[45] that has by
definition null s(r) everywhere. RDG assumes large values
in regions far from the various nuclei of a system, where the
total ED decays to zero exponentially and the 1(r)4/3 term
approaches zero faster than j51(r) j . The lower bound of
RDG is zero, reached whenever the ED gradient vanishes
(e.g., at BCPs). Some years ago, the RDG was investigated
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to improve the existing exchange-correlation functionals.[44]

Interestingly, it was found that the exchange energy weight-
ed RDG (as defined in ref. [44]) diminishes on passing from
isolated atoms to molecules and from molecules to crystals,
which suggests that low RDG values could be associated
with chemical interactions. Accordingly, Johnson et al.[37] no-
ticed that low-value RDG isosurfaces provide an easy-to-
grasp representation of those zones of the ED distribution
that are dominated by specific NCI[46] . Moreover, by using
the sign of the second largest eigenvalue l2ACHTUNGTRENNUNG(l1�l2�l3) of the
ED Hessian matrix at each isosurface point, they could dis-
tinguish between supposedly attractive (l2<0) and allegedly
repulsive (l2>0) interactions. When the quantity
1(r)·sign(l2) is mapped onto the RDG isosurface, both the
nature and strength of the interactions may be thus high-
lighted.[37] Clearly, this NCI descriptor has points in common
with the QTAIM ED topology, since a low-RDG isosurface
will unavoidably appear in the neighbourhood of any CP,
where the ED gradient vanishes by definition. Moreover, at
the ED critical points, the Hessian eigenvalues correspond
to the ED principal curvatures at these points, with l2 being
negative and associated to an eigenvector perpendicular to
the bond path at a BCP, and l2 being positive and associated
to an eigenvector directed in the ring plane at a ring critical
point.

To apply the RDG-based NCI descriptor to experimental
EDs and to compare its performance against that using ab
initio EDs, we wrote a Fortran90 code that reads ED grid
and cube files provided by XD2006, Gaussian 09 and
TOPOND program suites. A very concise description of the
code is reported in Supporting Information S3, while its full
details will be published elsewhere.[47]

Results and Discussion

Applying the NCI descriptor to experimental electron densi-
ties : Operationally, we separately applied the NCI descrip-
tor to a series of molecular pairs extracted from the crystal.
This strategy implies that the contribution due to the multi-
poles centred on atoms belonging to the rest of the unit cell
is ignored in reconstructing the multipole ED within each
pair. In the Hansen–Coppens formalism[48] implemented in
the XD program package,[49] the ED at each point r can
therefore be partitioned as follows [Eq. (2)]

1 rð Þ ¼ 1A rð Þ þ D1 rð Þ ð2Þ

where 1A(r) is the contribution of a certain (group of)
atom(s) or molecule(s) A and D1 is that arising from the
multipoles centred on the remaining atoms in the unit cell.
In general, as the radial part of the multipole functions
decays exponentially with j r j ,[48] the direct contribution of
an atom M, located at rM, to the ED at r is negligible when-
ever the j r�rM j distance is significantly greater than the co-
valent radius of M. Accordingly, the main features of ED in
the space between a pair of nearest neighbour molecules

depend almost exclusively on their (composing) pseudoa-
toms. We found that this condition was always satisfied in
the present work, the only exception being that of a single
benzene molecular pair (see below). Therefore, NCI analysis
can in general be safely performed on a molecular pair ex-
tracted from the crystal, the effect of the crystalline matrix
being properly and indirectly included in the multipole ex-
pansion of the molecular pair pseudoatoms.

Johnson et al. and Contreras-Garc�a et al.[37,38] examined
plots of s versus 1 for a number of simple isolated molecules
and their homomolecular dimers in vacuo. These plots pro-
vide clear fingerprints of molecular and intermolecular in-
teractions (e.g., see Figure 1 in ref. [37]). Figure 1 a shows an

analogous plot for a pair of neighboring benzene molecules
extracted from the crystal and for the full experimental ED
in bulk benzene. The ED and RDG are plotted within a
cubic volume enclosing just three C�H and two C�C bonds
of one reference benzene molecule, while a second one is
almost entirely contained within the cube (see inset in Fig-
ure 1 a), so that some intermolecular contacts can take
place. Apart from the low RDG values when 1(r)>
1.8 e ��3, that is, for ED values typical of covalent bonds in
benzene, four spikes (three of which, at the lowest ED
values, are nearly superimposed; see below) also appear in
the low-ED/low-RDG region of the plot. This is just the dis-
tinctive feature of non-covalent interactions,[37] as, according
to [Equation (1)], s(r)!0 when j51(r) j !0. Therefore,
analogously to what was found by Johnson et al. by applying
the RDG approach to in vacuo molecular dimers, an NCI
fingerprint is, not unexpectedly, similarly obtained by using
multipole-derived EDs, that include the information polari-
sation due to the crystal field. In Figure 1 b, the RDG is
shown against 1(r)·sign(l2) to discriminate between the sup-
posedly attractive and the so-called non-bonded interactions
(see above). In this way, two out of the three spikes original-
ly placed at lowest absolute ED values shift towards nega-
tive-signed ED values. They correspond to interactions asso-
ciated with a (local) negative l2 curvature of 1(r) and are
therefore somewhat attractive in nature. The remaining
third spike has instead a positive and close-to-zero
1(r)·sign(l2) value, associated with the intermolecular ring

Figure 1. a) RDG versus 1 plots for two molecules of benzene at the crys-
tal geometry. In the inset the representation of the region considered to
build the plot (grid cube) is shown. b) Same as a), but multiplying the
ED by the sign of l2. Molecular graphics in this and other figures were
drawn with the software Diamond 3.2 h, Copyright 1997–2012 Crystal
Impact GbR, Bonn Germany, by Klaus Brandenburg.
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critical point (RCP). The spike at slightly higher ED value
in Figure 1 a is also moved to positive values in Figure 1 b,
since it marks the RCP at the centre of the second aromatic
ring (the one relative to the reference molecule lies out of
the volume considered).

The presence of an ED critical point (51(r)=0) is not
strictly required for an RDG spike to appear in the ED/
RDG plot. In other words, the RDG-based NCI descriptor
is potentially able to single out not only stabilizing, pair-spe-
cific chemical bonds (those marked by atomic interaction
lines in “classical” QTAIM), but also other, somewhat elu-
sive, through-space interactions, not necessarily stabilizing
nor implying the appearance of a bond path in the ED
scalar field.

In summary, regions of space characterised by relatively
low RDG values bear information on NCI that may be vi-
sualised by plotting “low-RDG” isosurfaces in these same
regions. Selecting a reasonable RDG isovalue is usually not
problematic; it is customarily set at more or less half of the
highest RDG value of the points in the spikes observed in
the RDG/ED plot. The only rule of thumb is that of using
the same RDG value when different NCI isosurfaces are
compared, either in the same or in different systems. This
holds true whenever a single method was employed to
obtain the related EDs. Otherwise, different RDG values
may be required to compare on similar grounds the RDG-
based results for differently derived ED (e.g. from wave
function, multipole model, etc.).[50] This is, however, a deli-
cate and debatable assumption when contrasting the per-
formance of “true” EDs with that of the independent atom
model (IAM) ED.[51] For true EDs, the main effect of differ-
ent methods on the s(r) versus 1(r) diagram is a shift of
peaks; thus, in order to obtain comparable images just a
shift of cut-offs is needed. This can be related to the fact
that s(r) roughly behaves like 1�1/3 (see Equation (3) in
ref. [38]), so that the effect of the method on the density is
directly followed by the RDG. In their seminal paper, John-
son et al. used RDG values between 0.4 and 0.7 for true
EDs. In this work, but for a few indicated exceptions, we
employed a single value of 0.4 for the ab initio and of 0.6
for the multipole-derived RDGs of all systems considered.
More details on the adopted grid and cut-offs can be found
in Supporting Information S4.

Another choice to be made concerns the signed-ED inter-
val. If only NCI are to be examined, this quantity should be
chosen so that the contribution from covalent bonds is ex-
cluded and a 1(r)·sign(l2) value falling between the low-ED
spikes and the region of low RDG at higher ED is recom-
mended. The appropriate RDG isovalues and signed-ED in-
tervals are selected by examining the ED/RDG plot case by
case. In this work, for example, the admitted 1(r)·sign(l2)
range was always �0.05 a.u. (�0.337 e ��3)<1(r)·sign(l2)<
0.05 a.u. (+ 0.337 e ��3). In Figures 2–9 the same colour
scale was employed, ranging from �0.03 (red) to 0.035 (vio-
let) a.u. Note that this colour code convention does not cor-
respond to that used in refs. [37] and [38].

Austdiol : austdiol (Scheme 1) is a fungal metabolite whose
crystal structure and charge density were deeply investigated
by Destro et al.[41,52] It crystallises in the unusual space

group P21212 as a consequence of the coexistence of two
main packing patterns in the bulk. Indeed, within the ab
plane the molecules are held together by relatively strong
O�H···O hydrogen bonds (HBs) involving a hydroxyl, the
keto and the aldehyde groups (Figure 2 a).

Therefore, an overall zigzag ribbon[53] HB pattern is gen-
erated along the a axis. At the same time, such a pattern
forces each pair of molecules in the ab plane to be C2 sym-
metry-related, and therefore excludes the possibility of a
third 21 axis parallel to c existing. Rather, different molecu-
lar layers along c are connected by considerably weaker
CH···O HBs. According to ref. [41], we considered as true
HBs only those H···O contacts for which the Koch and Po-
pelier criteria are satisfied.[54] The isosurfaces relative to
some of the relevant inter- and intramolecular X�H···O
(X=C,O) contacts of austdiol are shown in Figures 2 and 3,
respectively, while Table 1 reports their corresponding geo-
metrical and topological features. Figure 4 displays isosurfa-
ces relative to three weak C-H···O intermolecular interac-
tions along c.

Intermolecular hydrogen bonds : Johnson et al. showed that
relatively strong HBs, such as those formed in water and
formic acid dimers, result in disc-shaped, contracted RDG
isosurfaces with l2<0 curvatures.[37] Figure 2 b–d display the
RDG surfaces computed from the experimental ED for the
quite strong intermolecular H···O HBs in the ab plane of
the unit cell of austdiol (Figure 2 a). Some disc-shaped, neg-
ative-valued RDG isosurfaces are indeed recognizable (Fig-
ure 2 b–d), together with more complex ones arising from
the formation of cyclic H-bonded patterns due to the crystal
packing. This is in particular the case for the H5···O3 inter-
action (Figure 2 d), where a green-blue surface winds in the
free space between two C2 symmetry-related molecules.
Indeed, the two facing O3 atoms are linked through a BP,
and therefore produce an RDG isosurface containing the
BCP, the two corresponding RCPs and even an intramolecu-
lar O4�H5···O3 contact per molecule (see below). The other

Scheme 1. Atom labels and chemical formula of the fungal metabolite
austdiol. Molecular graphics in this and other schemes were drawn with
the software Diamond 3.2h, Copyright 1997–2012 Crystal Impact GbR,
Bonn Germany, Klaus Brandenburg.
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important O�H···O bond is the H6···O4 one (Figure 2 b).
Again, the pair of symmetry-related HBs is characterised by
disc-shaped, l2<0 surfaces. On the other hand, the third
green surface visible between them is the signature of the
ring critical point. At variance with the RCP-related surface
within the benzene ring,[37] it is quite elongated, possibly as
a result of the much smaller symmetry in the ring in the
present case and of the fact that the internuclear axes relat-
ed to 1,4 (O4···O5) or higher “topological” non-bonded con-
tacts (1,5: O5···O5, O4···O4, H6···H6) either do not intersect
or do so at different points.

The C9�H3···O2 contact is worthy of separate discussion
(Figure 2 c), as it is quite short (Table 1) and it was estimat-
ed to have strength comparable to that of the above descri-
bed OH···O bonds.[41] Such evidence is recovered in the NCI
framework: the corresponding signed isosurface, and in par-
ticular its negative part, looks similar to those discussed
above for the OH···O HBs, even though it is not as disc-
shaped because of the presence of a non-bonded contact in-
volving C11 and H3 atoms in symmetry-related molecules.

Intramolecular hydrogen bonds : For the intramolecular
H···O contacts, which are certainly important in determining
the molecular conformation observed in the bulk, a BP was
found only for the C2�H1···O2 interaction. On the contrary,
a RDG isosurface depicts each of the six unique intramolec-
ular H···O contacts, no matter whether a BP is present or
not (three isosurfaces for non-bonded contacts are shown in
Figures 3 b,c and 2 c). Interestingly, the RDG isosurface of
the C2�H1···O2 HB (Figure 3 a) is characterised by two
well-defined regions of positive and negative l2, respectively,
due to the presence of an RCP near (0.61 � away) the HB
BCP. This was expected on the basis of the ED topology in
a ring when a bond is significantly weaker than the
others.[25] Note, however, that RDG isosurfaces provide a
similar picture also for the remaining non-bonded intramo-
lecular C�H···O contacts, including those in Figures 3 b and
2 c. In general, the farther the hydrogen atom is from the
oxygen atom, the more the CHO angle is bent and the
smaller the l2<0 zone on the isosurface. However, such a
trend is not neat and not always respected. The simultane-
ous involvement of the H and of the acceptor O atoms also
in significant intermolecular interactions (this is the case for

Table 1. Geometrical and topological features of some intermolecular
and intramolecular X�H···O contacts (X =C, O) of austdiol.[a, b]

Bond (Figure) 1BCP [e/�3] 521BCP [e/�5] dH···O [�] X�H-O [8]
Intermolecular

O5�H6···O4[c] (2b) 0.14(4) 1.34(6) 2.023 153.2
O4�H5···O3[d] (2d) 0.09(4) 1.11(5) 2.114 158.4
C9�H3···O2[e] (2c) 0.13(3) 1.40(4) 2.174 150.7
C11�H4···O5[f] (2c) 0.05(2) 0.56(1) 2.519 154.1
C12�H11···O2[g] (4b) 0.05(3) 0.83(2) 2.443 163.4
C10�H7···O3[g] (4b) 0.04(3) 0.41(1) 2.544 166.9
C12�H11···O1[h] (4b) 0.03(1) 0.33(<1) 2.979 116.9
Intramolecular
C9�H3···O5 (2c) no BCP no BCP[i] 2.461 92.1
C2�H1···O2 (3a) 0.11(3) 2.00(3) 2.145 121.8
C11�H4···O3 (3b) no BCP no BCP[i] 2.359 100.5
O4�H5···O3 (3c, 2d) no BCP no BCP[i] 2.052 116.9

[a] The labels reported in parentheses in column 1 refer to the figures in
which the corresponding RDG-based NCI isosurfaces are portrayed.
[b] For electron and Laplacian densities, standard uncertainties (s.u.) are
given in parentheses. The s.u. on the Laplacian are well known to be un-
derestimated when using XD2006. The s.u. on the geometrical parameter
cannot be correctly estimated, since the hydrogen positions were not re-
fined; however, the s.u. on dH···O should be on the order of 0.001, and
those on the angle on the order of 0.1 (see ref. [41]). [c] At �x, 1�y, z.
[d] At 1�x, 1�y, z. [e] At �1+x, y, z. [f] At 1 +x, y, z. [g] At �0.5 +x,
0.5�y, �z. [h] At 0.5+x, 0.5�y, �z. [i] l2<0 at the midpoint of the H···O
vector.

Figure 2. a) Inter- (black) and intramolecular (blue) hydrogen-bond net-
work in the ab plane of austdiol. All of the interactions marked in this
panel are shown as corresponding RDG isosurfaces in Figures 2 and 3.
b–d) RDG-based NCI isosurfaces for X�H···O (X=C, O) contacts of
austdiol. The color scale for ED·signl2 [eau�3] is shown on the right. The
isosurfaces in this and the following figure were drawn with the software
MolIso.[81]

Figure 3. RDG-based NCI isosurfaces for selected X�H···O (X=C, O)
intramolecular contacts of austdiol. See Figure 2 for the molecular geom-
etry and the color legend.

Chem. Eur. J. 2012, 18, 15523 – 15536 � 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chemeurj.org 15527

FULL PAPERRevealing Non-Covalent Interactions through Experimental Densities

www.chemeurj.org


H4, H5, H6, O2, O3, O4, O5 in austdiol) may complicate
the picture and affects the shape and the relative fractions
of positive- and negative-signed RDG isosurfaces for the in-
tramolecular interactions besides what is expected on the
basis of the geometry of the intramolecular CH···O interac-
tion alone. This external perturbation is particularly evident
in the case of the two intramolecular O�H···O non-bonded
contacts. For instance, the O4�H5···O3 interaction (Table 1
and Figure 3 c) shows a larger isosurface, almost completely
characterised by positive l2. The H5 atom is also contempo-
rarily involved in a strong, almost linear, intermolecular O�
H···O contact with the same type of O atom (O3) but be-
longing to another molecule (Table 1). Interestingly, the
O4�H5···O3 contact forms a BP in the gas-phase, that is,
when no intermolecular interactions compete for stronger
HBs. In this context, the RDG-based NCI descriptor may
be useful to highlight the environment effects on the relative
strength and nature of such contacts.

Van der Waals interactions : Proper modelling of van der
Waals and, in particular, dispersion interactions is known to
be difficult both in vacuo[55] and in molecular crystals.[11b, 24,56]

These interactions are due to time-dependent perturbations
of the ED and imply correlations among distant electrons.
Therefore, they cannot be correctly taken into account by
ground-state adiabatic methods, such as standard DFT
theory, wherein the exchange-correlation potential is esti-
mated on the basis of a finite number of the static ED deriv-
atives.[55,57] Moreover, dispersion interactions are inherently
non-local in nature, as they correlate the overall charge den-
sity distributions of individual molecular moieties to each

other.[58] Even though dispersion forces do not significantly
affect ED,[59] they play an important role in lowering the
overall interaction energy of the system.[24] The ability of the
NCI descriptor to highlight subtle intra- and intermolecular
density features typically associated with dispersion interac-
tions was discussed in detail in ref. [37]. Indeed, in com-
plexes like methane dimer, large and almost flat isosurfaces
appeared in regions characterised by very low and almost
constant ED values.[37] It was also demonstrated there that
MP2/6-311++G** calculations produce virtually identical
NCI isosurfaces to B3LYP/6-31G* ones, despite the differ-
ent interaction-energy estimates of these two methods.[37]

For the experimental ED of austdiol, quite large RDG
isosurfaces were found for the two unique neighbouring mo-
lecular pairs along the c direction (structure in Figure 4 a;
signed RDG isosurfaces are shown in Figure 4 b and only
for the molecular pair labelled as B in Figure 4 a). Three C�
H···O bonded contacts, based on the BP criterion, hold to-
gether the molecular pair in Figure 4 b. Two such contacts
(i.e., C12�H11···O1 and C10�H7···O3) are very weak, and
the former was even found[41] not to satisfy the Koch and
Popelier criteria[54] for hydrogen bonding. Indeed, they are
not recognizable through specific RDG isosurfaces. Rather,
a single, broad van der Waals-like isosurface has merged
with and encompasses the two slightly negative, diffuse and
non-disc-shaped regions around the BCPs of the two inter-
actions. This behaviour may be explained in terms of the
marginal difference between a closed-shell dispersive inter-
action and an extremely weak and long C�H···O bond.
Moreover, the ED is relatively flat in this region. Therefore,
the l2 eigenvalue is always very close to zero and its sign
turns out to be quite indeterminate. This implies that both
positive and negative values are present when the
1(r)·sign(l2) quantity is mapped onto the RDG isosurface.
Similar conclusions apply to the corresponding theoretically
derived NCI isosurfaces for both RDG=0.4 and 0.6 isoval-
ues (see Supporting Information Figure S5.3). Figure 4 b also
displays a clearly recognizable disc-shaped RDG isosurface
for the C12�H11···O2 intermolecular hydrogen bond that
connects neighbouring molecules outside the ab plane (i.e.,
at different heights along c). Actually, in this case, besides
the comparatively short H-bond length (Table 1), the H···O
direction is almost parallel to the molecular layers in the ab
plane and the HB takes place in a region where the non-di-
rectional purely steric-dispersive interactions do not play
the dominant role.

In general, the electronic excitations causing dispersive in-
teractions are always present, but the characteristic large
and flat RDG isosurfaces associated with such interactions
emerge only if stronger interactions (e.g., OH···O, but also
strong CH···O hydrogen bonds) are not simultaneously
active within the same region of space. Moreover, strictly
speaking, purely dispersive, van der Waals interactions are
always attractive. Yet, in Figure 4 b the sign(l2) quantity is
positive throughout vast areas of the RDG isosurfaces. Ac-
cording to the interpretation of the NCI descriptor,[37] this
indicates that (several) atoms are in “nonbonded” contact

Figure 4. RDG representation of NCI for austdiol along the c axis. See
Table 1 for the symmetry operations relating the showed molecules.
a) Crystal packing along the c direction. b) RDG-based NCI isosurfaces
for the B molecular pair, formed by the central molecule and the upper
one in a).
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(closed-shell interactions), but, clearly, it does not also imply
that the overall interaction revealed by the RDG isosurface
is destabilizing. Note that the NCI descriptor explores the
behaviour of the RDG in a specific region, whereas the in-
teraction energy is the result of a balance involving forces
which effectively operate in a larger portion of space. More-
over, the observed crystal packing is the outcome of a subtle
competition among different energy contributions, and there
is always a certain degree of arbitrariness in partitioning the
overall cohesive energy of a crystal into “stabilizing” and
“repulsive” terms.[60] As reminded by Bader,[25,61,62] there are
no net attractive or repulsive forces acting on a field-free
quantum system at the equilibrium, as in that case the over-
all balance of the quantum mechanical Eherenfest and
Feynman forces (acting respectively on electrons and nuclei)
is exactly zero. In conclusion, the so-called van der Waals-
like large and flat RDG isosurfaces described above should
be considered as tools to highlight those regions of space
characterised by steric crowding and dispersive interaction
balance, rather than as a way to “see” or “localise” van der
Waals dispersive interactions in the bulk, which by their
very nature are neither local nor static. Another word of
warning concerns the soundness of the energy classifications
proposed for the signed RDG isosurfaces[37] when they en-
close regions of flat and low X-ray-derived EDs, particularly
prone to both random and systematic experimental errors.

RDG isosurface shape versus NCI type and the adopted elec-
tron density model : From the results presented here for aust-
diol, it emerges that a one-to-one inverse correlation seems
to exist among the directionality (and the strength) of spe-
cific non-covalent interactions and the surface/volume ratio
of the corresponding RDG isosurface. In particular, the
stronger the NCI, the smaller and more disc-shaped the
RDG surface appears in real space, and at the same time is
characterised by more negative 1(r)·sign(l2) values (see also
refs. [37] and [38]).

Concerning the effect of the choice of the ED model, we
found that the results described above for the various types
of interactions using the experimentally-derived ED satisfac-
torily agree, on average, with those obtained from the fully
periodic wavefunction of austdiol (see a full comparison of
the experimental and theoretically derived RDG isosurfaces
in Supporting Information S5). However, even if the HB
strength hierarchy is predicted to be the same by the two
model EDs, a few significant differences emerge, namely, a
slightly different shape of the RDG isosurface of the
H1···O2 intramolecular interaction and apparent “strength-
ening” of the weakest intermolecular HBs reported in
Table 1 on passing from experiment to theory (e.g., see the
H1···O2 and H7···O3 interactions in Supporting Information
Figures S5.2 and S5.3 and the discussion thereof). These dif-
ferences are not unique to the RDG-based NCI descriptor,
but are already manifest in the ED values at BCPs (Sup-
porting Information Table S5.1). A slight disagreement be-
tween the experimental and theoretical RDG-derived NCI
description is anticipated, since the difference

1(r)periodic,theo�1(r)multipole,exptl is clearly not constant for each
point r and it is likely to be greater, on percentage, when
small 1(r) values are considered (see above). As a conse-
quence, in some cases use of a different RDG isovalue for
different interaction types is required to fully match theoret-
ical and experimental results. Moreover, the sign(l2) quanti-
ty may be basically indeterminate in regions characterised
by flat ED, as it may subtly depend on the choice of the
Hamiltonian and basis set (as concerns theory) or on the
overall quality of the multipole ED (as concerns experi-
ment). Therefore, besides the interpretive warnings pointed
out before, great care should be employed in assigning an
attractive or repulsive nature to interactions characterised
by a RDG isosurface with low- jl2 j value.

Benzene : Benzene (Scheme 2)
is the prototypical system for
studying aromaticity and, in
general, p-electron-mediated
NCI. It crystallises, below
270 K, in the centrosymmetric
Pbca space group, with half a
molecule in the asymmetric unit
and four molecules or, equiva-
lently, four unique pairs of mol-
ecules in the unit cell. The crys-
tal packing of aromatic and pol-
yaromatic compounds was
largely investigated by Desiraju
and Gavezzotti,[63] who classify
the typical packing motif in crystalline benzene as a herring-
bone structure, which was found to maximise the number of
C�H···p and C�H···C interactions, and this feature is clearly
reflected by the NCI descriptor (see below).

Table 2 reports the topological properties of the ED BCPs
found for each unique molecular pair, and Figures 5 and 6
show the corresponding RDG isosurfaces for the pair I and
pairs II–IV, respectively. For pair I, NCI isosurfaces (Fig-
ure 5 a) are associated with two intermolecular bond paths
(Figure 5 b).

Scheme 2. Atom labels for
benzene. Primes refer to inver-
sion-related atoms.

Table 2. Geometrical and topological (BCP) data for intermolecular C�
H···C and C�H···H interactions in the benzene crystal.[a,b]

Bond (Figure) 1 [e/�3] 521 [e/�5] dH···C [�]

C3···H2[c] (5a) 0.030(4) 0.256(1) 3.065
C1···H3[c] (5a) 0.042(6) 0.371(2) 2.862
C1···H3[d] (6a) 0.016(5) 0.235(1) 2.955
H2···H1[e] (6a) 0.018(4) 0.275(1) 2.638
H3···H2[f] (6b) 0.013(5) 0.238(1) 2.548
C3···H1[f] (6b) 0.024(4) 0.241(1) 2.934
C3···C2[g] (6c) 0.001(<1) 0.008(<1) 5.295

[a] The labels reported in parentheses in column 1 refer to the figures in
which the corresponding RDG-based NCI isosurfaces are portrayed.
[b] Electron and Laplacian density values s.u. are given in parentheses.
[c] At �0.5-x, �y, �0.5+z. [d] At �x, 0.5 +y, 0.5�z. [e] At +x, 0.5�y,
0.5+ z. [f] At �0.5�x, �0.5 +y, +z. [g] At �1�x, �y, �z. The BCP was
recovered by using only the multipoles of the two molecules (see text).
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These two BPs link C3 and C1 with H2 and H3 at
�0.5�x, �y, �0.5+ z. From the QTAIM perspective, this
should indicate two well-defined CH···C interactions. How-
ever, the H2···C3 BP is significantly bent, because the BP
points towards the (3,�1) critical point of the C3�C1’ cova-
lent bond and then suddenly deviates towards the (3,�3) nu-
clear C3 attractor (Figure 5 b). Moreover, the H2 atom is
roughly equidistant from all the carbon atoms belonging to
the other molecule of the pair, as the dH···C distances range
from 3.065 � (H2···C3) to 3.109 � (H2···C1). All of these
features, typical of systems showing CH···p interactions,[64]

suggest that H2 should in fact similarly interact with all the
carbon atoms of the symmetry-related molecule, giving rise
to a C�H···p attractive contact involving the whole p-elec-
tron cloud of the facing aromatic ring. Indeed, the RDG-
based NCI descriptor (Figure 5 a) gives rise to a large
doughnut-like isosurface that, from the viewpoint of the H2
hydrogen atom, covers almost entirely the hydrocarbon ring
of the other molecule. This picture clearly clashes with that
provided by the BP analysis, which favours interaction of
the H atom with just one single atom of the ring.[65] Howev-
er, the 1(r)·sign(l2) quantity is slightly more negative (light
green zone of the surface in Figure 5 a) between H2 and its
nearest carbon atom (C3), and thus somewhat mirrors the
presence of the BP connecting these two specific atoms. The
RDG isosurface looks to some extent similar to the broad
surfaces that are associated with the steric/dispersive inter-
actions in austdiol (see above); in fact, C-H···p interactions
are essentially dispersive in nature.[64] Nonetheless, the surfa-
ces associated to CH···p and “pure” van der Waals-like in-
teractions differ in that the former appear more localised in

space, owing to their clear association to the dispersive in-
teractions arising from the p system.

The signed RDG isosurface of the other CH···C interac-
tion (H3···C1) appears instead much smaller, disc-shaped
and only slightly negative. All of these features comply with
a conventional, very weak HB, as anticipated by the largely
unsymmetrical location of H3 with respect to the ring atoms
of the other molecule in the pair and by the almost straight
BP and density properties at the BCP. The RDG-based NCI
and BP pictures nicely match in this case.

In both molecular pairs II and III (Figure 6 a and b) two
similar BPs are present. One links an H to a C atom
(CH···C contact), whereas the other connects two H atoms.
The shape of the RDG isosurface associated to the first BP
for the molecular pair III resembles those found for inter-
molecular HBs in austdiol (see above) and in benzene
pair I, although in this case it appears slightly broader in
space, while the isosurface relating to the same contact in
molecular pair II is definitely more elongated. This shape
could likely be the result of C1�H1 and C3�H3 bonds
facing each other. Nearly disc shaped isosurfaces were
found also for the H···H contacts. In general, all the surfaces
associated with H···C and H···H contacts in Figure 6 a and b
are relatively broad and have signed 1(r) values quite close
to zero, albeit negative. In other words, they signal weakly
attractive interactions, only partly localised between the
atom pairs that give rise to the QTAIM BPs. The appear-
ance of the isosurfaces is somewhat intermediate between
the van der Waals-like and HB ones, as it could reasonably
inferred on the basis that weakly dispersive interactions
should play a significant role in almost apolar H···C and
H···H contacts.[66]

The CH···C interactions in Figure 6 a and b (see also the
theoretically derived ones in Supporting Information Fig-
ure S5.4) are formally equivalent to a very, very weak HB,
as they follow the trend sketched above on going from rela-
tively strong (OH···O) to weak (CH···O) HB interactions
(see above). Nevertheless, RDG isosurfaces and BPs
depend to some extent on the whole set of interactions pres-
ent in a system. In the case of the BP this may, for instance,
be revealed by the Source Function contributions of the var-
ious atoms to the ED at each point of the BP.[35] Analogous-
ly, the smaller or larger size of the RDG isosurfaces pro-
vides an insight on the more or less local character of an in-
teraction, respectively. It is thus not granted that the broad,
dark green surfaces between H and C in Figure 6 a and b
are exclusively due to the interaction between the two
facing atoms.

Molecular pair IV (Figure 6 c) deserves specific comments.
In such a pair, the centres of mass of the two molecules are
6.78 � apart (see also Table 2). When the multipole ED for
this pair extracted from the crystal is considered, two inter-
molecular C···C BPs are found between the C2 atom of the
reference molecule and the C3 atom at �x, �y, 1�z, and
vice versa. The corresponding BCPs have a very low ED
(Table 2). In the RDG-based approach, a broad and low-ED
isosurface appears, which therefore represents some kind of

Figure 5. a) RDG-based NCI isosurfaces for the molecular pair I in the
benzene crystal. b) Intermolecular bond paths for the same molecular
pair. See Figure 2 for color legend.

Figure 6. RDG isosurfaces for molecular pairs II (a), III (b) and IV (c) in
the benzene crystal. a) Contacts H1···H2, C1···H3. b) Contacts H3···H2,
C3···H1. c) C3···C2. See Figure 2 for the colour legend and Table 2 for
the symmetry operations.

www.chemeurj.org � 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Chem. Eur. J. 2012, 18, 15523 – 1553615530

L. Lo Presti, C. Gatti et al.

www.chemeurj.org


very weak, albeit attractive in-
teraction (based on the l2 sign).
The latter could be interpreted
as a sort of dispersion-driven
p···p interaction among the lat-
eral C atoms of the two mole-
cules. However, when also the
multipoles of the neighbouring
molecules are considered, that
is, when the same analysis is
performed in the bulk, both the
BPs and the RDG isosurfaces
disappear. This implies that the
D1 term [Eq. (2)] is no longer
negligible and follows from the
fact that the two molecules are
quite far apart from each other. Actually, in this case the
relative contribution to ED in the intermolecular region due
other molecules in the unit cell increases at the expense of
that due to the multipoles belonging to pair IV. In particu-
lar, when the multipoles associated with the D1 term are
considered, the quantity j51(r) j in Equation (1) increases
more than the ED itself, and the RDG values rise well
above the value used for defining the RDG isosurface.[67] A
possible explanation of this behaviour may be that, even
though a very weak p···p interaction may take place in
pair IV, it is negligible with respect to other stronger interac-
tions (CH···p, dispersive) present in the benzene crystal. In-
terestingly, similar RDG isosurfaces appear when they are
computed on a quantum mechanical ED of an isolated ben-
zene molecular pair at the same crystal geometry, whereas
they are no longer present when the fully periodical ED is
considered (see Supporting Information Figure S5.4). All of
this agrees with the conclusions drawn above for austdiol
with regard to the conditions which are required to make
the RDG isosurfaces related to van der Waals interactions
visible and even with literature findings.[63] At the same
time, what we found provides evidence that the NCI fea-
tures displayed in Figure 6 c are likely not due to artefacts of
the multipole model.

Famotidine : Famotidine (Scheme 3) is an heteroatom-rich
anti-ulcer drug. Two different polymorphs of this compound
are known[68] to date (P21/c and P21/n), which differ from
each other in both their crystal packing and molecular con-
formation. Form A, which is the thermodynamically stable
one, adopts an “elongated” conformation, while the kineti-
cally favoured modification B has a folded “hairpin” geome-
try. Most of the intermolecular interactions in both poly-
morphs are similar to the HBs and van der Waals-like con-
tacts that were discussed above for austdiol and benzene. In
this section, therefore, we mainly focus on the NCI results
regarding interaction types not yet analysed, that is NH···N
HBs and other relevant interactions involving p electrons or
sulfur atoms.

Both the A and B polymorphs show an intramolecular N-
H···N BP between a guanidinic NH2 group as H donor and

the thiazole N atom as H acceptor. The topological features
of the BCP indicate that this HB is the strongest among all
hydrogen bonds considered so far. In fact, it may be classi-
fied as a resonance-assisted HB.[69] Interestingly, the topo-
logical descriptors for this interaction are different on going
from the form A to form B (see Table 3). In particular, this
HB is significantly stronger in polymorph B, as the H···N
distance undergoes a shortening of about 4 % and the ED at
the BCP increases by about 28 % (see Table 3). In general,

from the QTAIM perspective, strong (but still mainly elec-
trostatic) HBs show a larger contraction of ED towards the
BP and from the BCP towards the nuclei with respect to
weaker ones. This is reflected in higher negative values for
the l1 and l2 density curvatures (related to the directions of
maximal charge decrease perpendicular to the BP at BCP)
and in higher positive value for the l3 curvature along the
BP at BCP, as is indeed the case for the interaction consid-
ered here.[42]

The RDG isosurfaces for this NH···N interaction in both
polymorphs are shown in Figure 7. In this case the shape of
the region with negative l2 value is more disc-like and con-
tracted in space with respect to those found for the intramo-
lecular HBs in austdiol (see above). This effect is particular-
ly evident for the B form, when compared to that for the A
form ACHTUNGTRENNUNG(Figure 7). As discussed above, these features correlate
with the HB strength, and again the QTAIM and RDG sce-

Scheme 3. a) Molecular conformation of polymorph A of famotidine. b) Molecular conformation of poly-
morph B. Bottom left inset: chemical formula of famotidine.

Table 3. Geometrical and BCP properties of the intramolecular N�H···N
interaction for the two polymorphs A and B of famotidine.

A B
H8B···N3 H8A···N3

1 [e��3] 0.18(2) 0.23(3)
521 [e ��5] 3.52(4) 3.62(5)
dH···N [�] 1.928 1.853
N-H-N [8]) 130.6 131.2
l1 �0.99 �1.19
l2 �0.59 �0.93
l3 5.09 5.74
dBCP–RCP [�][a] 0.839 0.830

[a] Distance from BCP to the nearest RCP.
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narios mutually support each other. The ED contraction
commented on above is larger in the B form, and the j
51(r) j /1(r)4/3 ratio, due to the larger li (i= 1–3) magnitudes
(especially l2), changes more rapidly, and thus yields smaller
RDG isovalue domains in such form. This can be in fact be
seen also from the smaller negative-l2 region found in poly-
morph B. The contraction of the RDG surface as a function
of HB strength becomes even clearer if the RDG isovalue is
diminished from 0.6 to 0.45 (Figure 7 d). Reducing such a
value may result in a splitting of the original RDG domain
of higher isosurface value into sub-domains. This is typically
the case when the original domain encompasses more than
one critical point in the density. At a given lower RDG
value, the RDG domains associated with the two critical
points will start to separate. The process is reminiscent of
the electron localisation function (ELF) analysis wherein, by
continuously increasing the ELF isovalue from 0 to 1, the in-
itial reducible basin containing all three-dimensional attrac-
tors of a given system progressively splits up into its compo-
nent irreducible domains, each of which contains just one
ELF local maximum.[70] Diminishing the RDG isovalue to
0.45 yields a splitting of the original RDG= 0.60 isosurface
domain into two sub-domains only in polymorph B, one of
which is related to the BCP and the other to the RCP. Con-
cerning the fully periodic ED, the RDG= 0.6 and 0.45 do-
mains look both very similar to those obtained from the
multipole ED, and this holds true for both the polymorphs
(see Supporting Information Figure S5.7). In the present
case, given the relatively strong character of the analysed
HB interaction, no scaling of the RDG isovalue was re-
quired to match almost perfectly the theoretical and experi-
mentally derived surfaces (see discussion above).

Figure 8 a shows a CH···p-type intermolecular interaction
similar to those found in benzene for polymorph A. In this
case, however, only a single bond, namely, N6�C2, conjugat-

ed with the thiazole system, acts as acceptor in the CH···p
contact. In other words, this CH···p interaction appears to
be more localised with respect to those involving the entire
aromatic ring in benzene (see above). In any case, both the
QTAIM and the NCI descriptor approaches provide evi-
dence for the existence of such an interaction. Regarding
QTAIM, the BP relating H10B and N6 atoms points to-
wards the covalent N6�C2 BCP and then deviates to reach
the N6 attractor (Figure 8 b). The NCI descriptor, on the
other hand, shows a typical low-ED RDG isosurface be-
tween the hydrogen atom and the conjugated bond. Interest-
ingly, at variance with similar surfaces detected for benzene,
that shown in Figure 8 a is relatively constricted in space, as
it does not extend far away from the N6�C2 bond. Howev-
er, the ab initio derived picture, at least at the adopted level
of theory (see Computational Section), significantly disa-
grees with the multipole one, no matter the RDG value
chosen to build up the isosurfaces. In more detail, the ab
initio ED in the bulk exhibits a more disc-shaped RDG iso-
surface, deformed in such a way as to suggest a preferential
interaction of H10B with the p cloud of the N6�C7 rather
than that of the N6�C2 bond (see Supporting Information
Figure S5.5). Indeed, at variance with what suggested by the
formal bonding scheme shown in Scheme 3, the N6�C2
bond is much shorter (1.355 �) than the neutron-estimat-
ed[71] value for a single bond (1.488 �) and slightly longer
than both the neighbouring N6�C7 bond (1.339 �) and the
neutron estimate for an N�C double bond (1.336 �). Both
N�C bonds are thus significantly and similarly in conjuga-
tion with the thiazole system and may potentially act as p

acceptors in CH···p interactions. The multipole-derived
RDG features could thus be an artefact due to a failure of
the multipole model, perhaps ascribable to subtle systematic
errors/statistical noise affecting the experimental structure
factor amplitudes. Yet, they could also point to inadequacies
of the DFT functional that hamper a truly accurate descrip-
tion of low-ED regions of the theoretical charge density in
this system. Certainly, such discrepancy deserves further in-
vestigation in the future.

An NH···p interaction is found in another molecular pair
of the same polymorph A (see Figure 8 c). The QTAIM pic-
ture clearly indicates an HB between H15A and N6, with an
almost straight BP connecting the two atoms (see Fig-
ure 8 d). The NCI descriptor, instead, suggests a more delo-

Figure 7. N�H···N intramolecular H-bonds in famotidine. See Figure 2
for the signed 1 colour legend. a) Polymorph A, reduced density gradient
s(r)=0.6. b) Polymorph A, s(r)= 0.45. c) Polymorph B, s(r)= 0.6. d) Poly-
morph B, s(r) =0.45.

Figure 8. RDG-based NCI isosurfaces and bond paths for two intermo-
lecular H-bonds of famotidine (polymorph A). See Figure 2 for the color
legend. a, b) C�H···p interaction involving the N=C bond at 1�x, 0.5 +y,
1.5�z and the corresponding H10B···N6 bond path, c, d) Same as a, b),
for the interaction between H15 and the atoms N6, C2 and S1 at x,
0.5�y, 0.5+ z. Only the H15A···N6 bond path is observed.
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calised, through-space interaction somewhat relating the
H15A atom with both S1�C2 and C2�N6 bonds. In this
case, the RDG isosurface probably bears contributions aris-
ing from different interaction types. Therefore, it is difficult
to disentangle the contribution due to the NH···N HB evi-
denced by QTAIM from other, less localised and somewhat
more elusive interactions. The theoretically derived RDG
isosurfaces for these interactions (see Supporting Informa-
tion Figure S5.5) are anyhow markedly similar to those ob-
tained from the multipole ED. In the present example, the
joint RDG-NCI and QTAIM approach is more informative
with respect to either of the two, as at least two different in-
teraction types (NH···N HB and a possible NH···p interac-
tion), coexisting in the same region of space, can be distin-
guished.

Non-covalent interactions involving S atoms have been
studied for a long time, as, due to its large van der Waals

radius and relatively high polar-
izability, sulfur is able to set up
several interactions with its
local environment in organic
crystals (e.g., see ref. [72]). In
1977, Rosenfield et al.[10] sys-
tematically investigated the
geometrical preferences of the
non-covalent contacts involving
divalent S atoms and within the
sum of the van der Waals radii
of the interacting chemical spe-
cies. In particular, they consid-
ered the polar coordinates q

and F with respect to the
vector normal to the X-S-Y
plane (Scheme 4) as possible
approaching angles.

They concluded that q<40 8 for the electrophilic species,
whereas the nucleophilic ones approach S with 608�q�908
and 1108�F�1408 (i.e., the nucleophile tends to lie almost
in the X-S-Y plane, and preferably along the X�S or Y�S
direction). In famotidine, only the former type of contacts is
relevant, with hydrogen acting as the electrophilic species.
The corresponding RDG isosurfaces for forms A and B are
reported in Figure 9 a,b and c,d, respectively (S1�H13A is
not shown).

Nevertheless, as S atoms may behave either as
nucleophiles or electrophiles, they can set up NCI
in a key-lock mechanism even with other sulfur
atoms. Figure 9 b and d show contacts of this type
in polymorphs A and B, respectively. In form A,
S11 is linked through BPs to both H5 and S1, and
therefore gives rise to a unique, broad isosurface
characterised by 1(r)·sign(l2) close to zero and that
contains the two BCPs and the RCP. Interestingly,
however, the signed surface is negative in the re-
gions between S11 and H5, and S1 and S11 (Fig-
ure 9 b), that is, where the S···H and S···S contacts
are likely to be attractive. By reducing the RDG

isovalue, this NCI isosurface domain will necessarily split
into three separate small domains, each associated with a
critical point and with the two related BCPs likely bearing
only a negative 1(r)·sign(l2) value on their isosurfaces.

In the QTAIM picture, all of the intermolecular contacts
above described give rise to BPs, whose topological features
are reported in Table 4 together with the q and F parame-
ters[10] When S···H contacts are taken into account, the
smaller the q angle, the higher is the ED at the BCP and,
therefore the stronger the bond. Interestingly, on passing
from weaker to stronger S···H. interactions, the shape of the
RDG isosurface changes from van der Waals-like (broad in
space and sometimes with zones exhibiting both l2>0 and
l2<0, Figure 9 b and c) to HB-like (disc-shaped, l2<0, Fig-
ure 9 a).

The same considerations hold true also for the S···S con-
tacts. Indeed, in form A, S11 lies in the ideal “nucleophilic
position” with respect to S1 (q= 82.3, F= 125.6 8 ; Table 4).
On the contrary, in form B, the q angle is below (47.8 8) and
the F angle (154.0 8) slightly above the 60–90 and 110–1408
ranges retrieved in classical nucleophilic approach to the
reference S atom. The RDG isosurfaces mirror these ar-

Scheme 4. Geometrical param-
eters for the S···A contact. X
and Y are the atoms covalently
bonded to the S atom. q is the
angle between the normal n to
the YSX plane and the inter-
acting atom A. F is the angle
between the projection of the
vector SA onto such plane and
the line bisecting the YSX
angle.

Figure 9. RDG-based NCI surfaces for intermolecular interactions involv-
ing S atoms in famotidine polymorphs A (a–b) and B (c–d). See Figure 2
for the colour legend and Table 4 for the labelling of the interactions
here shown in the various panels.

Table 4. Intermolecular BCPs involving sulphur atoms in famotidine.

Bond (polymorph, Figure)[a] 1 [e ��3] 521 [e��5] q[b] [8] F[b] [8]

S1···H13A[c] (A) 0.031(1) 0.514(4) 42.7 116.5
H18A···S11[d] (A, 9a) 0.047(8) 0.603(4) 3.4 89.4
S1···S11[e] (A, 9b) 0.031(2) 0.359(2) (82.3/71.1)[h] (125.6/162.0)[h]

H5···S11[e] (A, 9b) 0.024(5) 0.306(2) 70.1 177,5
S11···H12B[f] (B, 9c) 0.019(1) 0.332(6) 74.9 119.8
S1···S11[g] (B, 9d) 0.008(<1) 0.115(<1) (47.8/70.2)[h] (154.0/156.2)[h]

[a] Labels in parentheses refer to the polymorph, form A or B, in which the contact
was found and to the figure in which the corresponding RDG isosurface is shown.
[b] Angles are defined in Scheme 4. [c] At �x, 0.5+y, 1.5�z. [d] At x, 0.5�y, 0.5 +z.
[e] At x, 1+y, z. [f] At x, 1 +y, z. [g] At 0.5 +x, 0.5�y, 0.5 +z. [h] For the S···S contact
the first (second) entry refers to the polar coordinates (reference system in Scheme 4)
of the first (second) atom listed in column 1.
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rangements, since the S···S contact gives rise to a disc-
shaped negative surface in polymorph A, whereas in form B
the analogous RDG surface appears definitely more spread
in space. In any case, the agreement between the experi-
mentally and theoretically derived pictures is excellent for
this kind of NCI (see Supporting Information Figure S5.6).

In conclusion, this last test case confirms that the stronger
the NCI, the smaller the surface/volume ratio of the RDG
isosurface (and the most negative the signed ED mapped on
it). Therefore, such a ratio could be taken as a qualitative
criterion to rank on a relative (energy) scale interactions be-
tween the same kind of atoms (but in different environ-
ments and with different geometries) or, to some extent,
also interactions between different atomic pairs in various
chemical and structural situations.

Conclusion

We have applied for the first time the novel RDG-based
NCI descriptor to multipole electron densities derived from
single-crystal X-ray diffraction experiments at low tempera-
ture (T�100 K). We have demonstrated that the experimen-
tally derived multipole NCI picture is reliable and of compa-
rable quality to that obtainable from a fully periodic ab
initio approach. On average, we found a good agreement
between experiment and theory, with the only exception of
one C�H···p interaction in famotidine.

We have also explored in detail to what extent the RDG-
based NCI descriptor provides a complementary picture to
that offered by QTAIM. In the latter, the presence of a BP
unequivocally highlights a stabilizing interaction, as the ED
is homeomorphic with respect to the corresponding virial
field.[73] However, this picture is quite often too localised
and unavoidably discontinuous (yes/no). Quite recently, it
was proposed[30] that the presence of a BP essentially signals
privileged exchange path channels among topological atoms.
Instead, the NCI descriptor, analogously to other continuous
descriptors like the localisation/delocalisation indices or the
Source Function, is able to visibly reflect the simultaneous
occurrence of competing exchange path channels, rather
than to single out just one or (in some special cases) a few
dominant channels for electron exchange. For instance, the
RDG descriptor depicts the case of inherently delocalised
interactions (e.g., C�H···p interactions in benzene) in terms
of extended, largely flat s(r) isosurfaces, in contrast to the
bond path analysis, which provides instead a fairly localised
description of such an interaction. However, when the RDG
isosurface domain contains more than one critical point in
the electron density, the RDG-NCI and QTAIM pictures
can be brought to a closer correspondence by progressively
lowering the s isovalue, until the original RDG domain
splits into its irreducible components. The hierarchy of the
sequential splitting, along with the RDG value(s) at which
such splitting occurs, brings further precious insight. Even
more interesting are those cases where the QTAIM predicts
a localised interaction, while the corresponding RDG isosur-

face remains fairly broad and apparently related to more
than one atomic pair interaction, regardless of the chosen
RDG isovalue. In such these cases, the delocalised nature of
the interaction is particularly evident, since it emerges as an
intrinsic feature of the interaction. Conversely, comparing
RDG isosurfaces characterised by a given, suitable RDG
isovalue allows for a qualitative ranking of the interaction
strength. Stronger interactions are characterised by small,
disc-shaped RDG domains, whereas weaker and weaker in-
teractions are progressively denoted by broader, multiform
RDG domains, which possibly include more than one criti-
cal point (at least in the cases considered here).

In other works, the RDG descriptor has been applied,
with reasonable success, also to IAM EDs,[37,38] A key point
is the extent and kind of information about NCI which is
missing and that which is instead already stored and hidden
in IAM thanks to the structural knowledge inherent to the
model and the cumulative frozen-electron distribution of
the system�s composing atoms. This relevant issue has been
recently addressed by us, and within the RDG approach, in
a companion paper.[51]

To conclude, we have provided here a powerful tool to in-
vestigate NCI from data derived only from experiment.
Moreover, we have analysed in detail the chemical insights
that such a tool can provide in dissecting some of the most
typical competing intra- and intermolecular interactions
leading to the observed molecular packing. It is foreseeable
that the RDG-based NCI descriptor might be successfully
applied to the study of weak interactions in proteins by
using the increasingly available experimental structural and
electron-density information coming from last-generation
synchrotrons or, eventually, X-ray free-electron laser facili-
ties.

Experimental Section

Multipole refinements : All experimental EDs were reconstructed by
multipole refinements with the XD2006 program package.[49] For the
three cases considered, we started from previously published accurate
single-crystal X-ray diffraction data,[40–42] all obtained at T�100 K (aust-
diol: 70 K, benzene and famotidine: 100 K). In the final least-squares
models, we refined thermal parameters of non-hydrogen atoms and mul-
tipole coefficients up to l= 2 for hydrogen and up to l= 4 for the other
atoms. For austdiol and famotidine, heavy-atom positions were also re-
fined. In famotidine, the X�H distances (X=C, O, N) were kept fixed at
the neutron diffraction estimates,[74] whereas the thermal motion of the
hydrogen atoms was modelled as anisotropic with the software
SHADE2[75] and kept fixed during the refinement. For austdiol, positions
and thermal motion parameters of hydrogen atoms were constrained at
the published values (see also Supporting Information S1). For benzene
all atomic positions were maintained at the reported neutron estimates.[40]

All of the least-squares details, including final parameter values, as well
as the R indices and complete statistics, are reported in Supporting Infor-
mation S1.

Quantum mechanical calculations : The CRYSTAL06 code[76] was em-
ployed throughout to obtain periodic wave functions. We selected the
widely used DFT-B3LYP[77] Hamiltonian with 6-311G** basis set.[78] The
geometries were constrained at the experimental ones. Full details of the
bulk quantum mechanical calculations are reported in Supporting Infor-
mation S2. An updated version of the program TOPOND98,[79, 80] inter-

www.chemeurj.org � 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Chem. Eur. J. 2012, 18, 15523 – 1553615534

L. Lo Presti, C. Gatti et al.

www.chemeurj.org


faced to CRYSTAL06, was employed to perform the topological analysis
of the periodic ED.

Acknowledgements

We thank the Danish National Research Foundation for partial funding
of this work through the Center for Materials Crystallography (CMC).
J.C.G. thanks the Spanish Ministry of Education for a postdoctoral grant.
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